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ABSTRACT
Based on a random sample, the relationship between two continuous variables is
depicted by a scatter plot of the bivariate data (x, y). If the relation is deemed linear,
then the direction and strength of the linear association is measured by Pearson’s
product moment correlation coefficient r, which is computed using a calculator or
software. Although r is routinely calculated in many quantitative disciplines, most
users are unskilled at guessing the magnitude of the correlation from the scatter plot
alone.

To overcome this wide-spread deficiency, we propose two alterations to a scatter
plot: (1) control its aspect ratio, and (2) superimpose a coverage ellipse. These
two simple changes reveal to the viewer not only the correlation, but also the two
regression lines, the coefficient of determination and any potential outlier.

KEYWORDS
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Dear readers, to get the most out of this paper, please read it linearly from start to
finish, and guess the correlation in each Figure as and when we ask you to.

1. Measuring Linear Relationship between Two Continuous Variables

When two continuous variables x and y are measured on n items, we depict the two
variables simultaneously using a scatter plot S, which displays the n points {(xi, yi) :
i = 1, 2, . . . , n} on the plane, with the horizontal coordinate showing the x-value,
and the vertical coordinate the y-value. The scatter plot reveals the relationship, if
any, between the two variables. If the relationship is approximately linear (that is, if
the points hover around a line with some random departure), then the direction and
strength of the linear relationship is measured by Pearson’s product moment correlation
coefficient r (see [2]) defined as

r =

∑
(xi − x̄)(yi − ȳ)√∑

(xi − x̄)2
√∑

(yi − ȳ)2
. (1)
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Throughout the paper, Σ represents summation as i ranges over {1, 2, 3, . . . , n}.
It turns out that r is a real number in [−1, 1]. The interested reader may refer

to [6] for a proof based on the Cauchy-Schwartz inequality. We will give a simpler
proof in Section 2. If either x or y or both are linearly transformed, then both the
numerator and the denominator of (1) are multiplied by the same factor, and so r
remains unchanged.

Based on the scatter plot most users can decide if r is positive or negative (except
perhaps when |r| is close to 0). However, rarely one can guess the numerical value of
r, correct to, say, within 0.025. We invite the reader to guess the correlation in the
two scatter plots in Figure 1. Kindly jot down your guesses on a piece of paper. The
answers will be revealed towards the end of this paper. No peeking, please.

Figure 1. Guess the correlation in these two scatter plots, where we have superimposed vertical and horizontal
lines through (x̄, ȳ).

If the relationship between x and y is approximately linear, what is the underlying
line around which the points hover? Assuming the linear regression model (LRM),

yi = a+ bxi + ϵi, where ϵi ∼ N(0, σ2) independently, (2)

we obtain the “best” linear regression line (BLRL) ŷ = a+ bx by applying the least-
squares principle: Minimize the total squared vertical distances of the observed y-values
from the line, or

∑
(yi−a−bxi)

2. Using calculus, we can show that the optimal choices
of the slope and the intercept of the BLRL are given by

b =

∑
(xi − x̄)(yi − ȳ)∑

(xi − x̄)2
and a = ȳ − bx̄. (3)

Hence, the BLRL of ŷ on x becomes

ŷi = a+ b xi = ȳ + b (xi − x̄). (4)
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2. Removing Location and Scale, Focus Only on Correlation

The variance of x is defined as var(x) = s2x =
∑

(xi − x̄)2/(n − 1), or the “average”
squared deviation from the mean. [We do not divide by n, but by (n − 1), because
among all n deviations (x1 − x̄), (x2 − x̄), (x3 − x̄), . . . , (xn − x̄), one is redundant as∑

(xi − x̄) = 0. This reduces the degrees of freedom to (n− 1).] The positive square-
root of var(x), sx, is called the standard deviation (SD) of x. Thus, x̄ is a location
measure, and sx is a scale measure. Next, the standardized value (or z-score) of xi is
defined as z(xi) = (xi− x̄)/sx. The z-score is a location- and scale-free measure which
quantifies by how many SDs a datum xi is away from the mean x̄.

Likewise, we define the variance of y, var(y) = s2y, the SD sy of y, and the stan-
dardized value z(yi) of yi. Note that the z-scores are pure numbers (with no units
attached), with mean 0 and SD 1; that is, z̄(x) = 0 = z̄(y) and sz(x) = 1 = sz(y).

Finally, we define cov(x, y) = sxy =
∑

(x− xi)(y− yi)/(n− 1) called the covariance
between x and y. Starting from (1), r can be written as

r =
sxy
sxsy

= cov(z(xi), z(yi)) =
1

n− 1

∑
z(xi)z(yi), (5)

or roughly the “average” product of z-score of xi and z-score of yi.
A more elementary proof that −1 ≤ r ≤ 1 follows from

0 ≤ var(z(xi)± z(yi)) = var(z(xi)) + var(z(yi))± 2cov(z(xi), z(yi)) = 2± 2r.

Next, from (1) and (3), we have b = rsy/sx, and from (4), the BLRL becomes

ŷi − ȳ

sy
= r

xi − x̄

sx
.

which is also known as the regression equation (see [1]); or equivalently, as

z(ŷi) = r · z(xi). (6)

Equation (6) motivates us to replace the usual scatter plot S of (xi, yi) into a
doubly linearly transformed scatter plot S̃ of standardized values (z(xi), z(yi)) drawn
with aspect ratio 1:1; that is, we ensure that the unit measures on the horizontal and
the vertical axes are exactly the same. To aid the viewer, we also show a background
grid {x = k, y = k : k = −4,−3, . . . , 3, 4}. Now, to guess the correlation r, the user
must estimate only the slope of the BLRL z(ŷ) on S̃. We invite the readers to guess
and write down the correlation in the two standardized scatter plots in Figure 2.

Likewise, we can construct the BLRL of x̂ on y. We refer the reader to papers [3]–[5]
to gain a perspective on visualizing the correlation via the two regression lines or two
coverage ellipses.

3. On S̃ superimpose the BLRL z(ŷ) or a Coverage Ellipse or Both

Since the users must estimate only the slope of the BLRL z(ŷ) on S̃ to guess the
correlation r, their tasks will be simpler if we superimpose the BLRL z(ŷ) on S̃.

3
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Figure 2. Guess the correlation in these two standardized scatter plots, with a background grid {x = k, y =
k : k = −4,−3, . . . , 3, 4}.

Furthermore, let us superimpose on S̃ a 100(1−α)% coverage ellipse E1−α. The idea
of the coverage ellipse comes from a bivariate normal distribution. Since the contour
plot of a bivariate normal distribution is a family of concentric ellipses that are dilation
of one another about the center at the mean vector (see [7]), the probability that (X,Y )
falls within any ellipse in this family is the highest among all regions having the same
Euclidean area. Consequently, 100α% of the data are expected to fall outside E1−α.
(The actual number of points that fall outside E1−α is distributed as a binomial (n, α)
distribution, or approximately a Poisson(nα) distribution.) We recommend choosing
α = .02, but the user can choose any other value. Note that while the bivariate normal
distribution satisfies almost all assumptions of the LRM (2) except homoscedasticity
(equal variance of random variables ϵi), the converse is not true. However, we take
liberty to use the coverage ellipse E1−α to detect potential outliers in an LRM.

Using a coverage ellipse E1−α, a trained viewer can reconstruct the BLRL z(ŷ) on
z(x) as follows: On the coverage ellipse, join the leftmost point to the rightmost point.
The justification is given in Section 5. By symmetry, this line must pass through the
center (0, 0) of the coverage ellipse. Thereafter, using the background grid, the viewer
can read off the slope of the BLRL z(ŷ) on z(x) to guess the correlation r. Indeed,
the horizontal coordinate of the rightmost point of coverage ellipse E.98 being 2.8, the
viewer must only read off the vertical coordinate using the background grid, and divide
it by 2.8. [You may draw coverage ellipse E.9889 to make the denominator exactly 3.]

Of course, we can help the user further by drawing the BLRL z(ŷ) on z(x) together
with the coverage ellipse. In Figure 3, we have superimposed the BLRL z(ŷ) and/or
E.98 on the standardized scatter plots. We invite readers to guess the correlation in all
four standardized scatter plots and write them down.

The coverage ellipse has two additional advantages: (1) one can draw not only
the BLRL of z(ŷ) on z(x) (by joining the leftmost and the rightmost points on the
ellipse), but also the BLRL of z(x̂) on z(y) (by joining the bottommost and the topmost
points), and (2) it flags any potential regression-outlier or bivariate-outlier, in addition
to x-outliers and y-outliers, which may have been already detected using univariate
techniques such as dot plot and box plot.
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Figure 3. Guess the correlation in these four standardized scatter plots, with a background grid {x =
k, y = k : k = −4,−3, . . . , 3, 4}, and the BLRL ŷ, and/or the coverage ellipse E.98.

4. Guessing Correlation Without Standardizing

Having explained how to guess the correlation in a scatter plot of standardized vari-
ables drawn with aspect ratio 1 : 1, we can return to the original scatter plot S before
standardization. We recommend drawing the scatter plot S by controlling the aspect
ratio so that the physical horizontal distance (on paper or screen) representing sx
equals the physical vertical distance representing sy. Let us call this the scaled scatter
plot. Then correlation r is simply the physical slope of the BLRL of ŷ on x, disregard-
ing the scales of the coordinate axes. Also, then the two axes of a coverage ellipse have
physical slopes 1 and −1.

Of course, estimating the slope is easier if we also print one or both BLRLs and/or
the coverage ellipse. Thus, we preserve the meaningful units of measurements and yet
let users guess the correlation r and detect potential outliers. We strongly advocate
for such alterations to any scatter plot. We invite readers to guess and write down the
correlation in all four unstandardized but scaled scatter plots in Figure 4, where we
have superimposed E.98 and/or BLRL ŷ and BLRL x̂.

5
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Figure 4. Guess the correlation in these four scaled scatter plots, with a background grid {x = x̄+ ksx, y =
ȳ + ksy : k = −4,−3, . . . , 3, 4}, and the BLRL ŷ and/or the coverage ellipse E.98.

5. Correlation and Coverage Ellipse on a Scaled Scatter Plot

Section 3 stated how to obtain the BLRL z(ŷ), given a coverage ellipse on S̃: Join
the leftmost point to the rightmost point. Likewise. to obtain the BLRL z(x̂), join the
bottommost point to the topmost point. Here we justify why the method works. We
prove mathematical results establishing that the correlation uniquely determines the
coverage ellipse on a scaled scatter plot and vice versa.

Proposition 5.1 (Boundary Point to Ellipse). Given a square with sides horizontal
and vertical, let R(r, 1) be a point on the top side ZW representing [−1, 1]. Then one
and only one ellipse passes through R, has axes on the diagonals of the given square,
and is tangent to all four sides of the square.

Proof of Proposition 5.1:
The given square has two pairs of orthogonal lines of symmetry — horizontal and

vertical mid-lines, and the diagonals. Only the latter pair can serve as the orthogonal
lines of symmetry for the required ellipse passing through the given point R. Clearly,
the diagonals of the given square are on lines y = x and y = −x, respectively.
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Figure 5. Given a square XY ZW and a point R on the top edge ZW , there is a unique coverage ellipse
passing through R and tangent to all four sides of the square.

Consider any ellipse E centered at (0, 0) with half-axes a and b in the directions
y = x and y = −x, respectively. As T varies over the ellipse, let t denote the angle of
rotation from OW to OT . Then the parametric equation of the ellipse is

E = {(x(t) = (a cos t− b sin t)/
√
2, y(t) = (a cos t+ b sin t)/

√
2) : 0 ≤ t ≤ 2π}

Let t1 be the argument corresponding to the boundary point R = (r, 1) where y(t) is
maximized; that is, x(t1) = r, y(t1) = 1 and y′(t1) = 0. Equivalently,

a cos(t1)− b sin(t1) =
√
2 r

a cos(t1) + b sin(t1) =
√
2 (7)

−a sin(t1) + b cos(t1) = 0

The half-difference and the half-sum of the first two equations of (7) yield

b sin(t1) =
1− r√

2
(8)

a cos(t1) =
1 + r√

2
(9)

which when put into ab times the third equation of (7), yields

a2(1− r) = b2(1 + r) = κ, say (10)

To evaluate κ, multiply the Pythagorean identity 1 = sin2 t1 + cos2 t1, by 2a2b2

(Why?), and into that resulting identity, substitute (8) and (9), to get

2a2b2 = 2a2b2(sin2(t1) + cos2(t1))

= a2(1− r)2 + b2(1 + r)2 = κ [(1− r) + (1 + r)] = 2κ

7
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Hence, κ = a2b2, substituting which in (10), we get a2 = 1+ r and b2 = 1− r. Since a
and b are unique in r, the ellipse E is unique.

Lastly, by the reflection symmetry of E about its axes, it must be tangent to the
other three sides WX,XY, Y Z of the given square at S, P,Q, respectively.

Proposition 5.2 (Ellipse to Boundary Point). Given an ellipse with center (0, 0) and
axes on the lines y = x and y = −x, respectively, its circumscribing rectangle with
horizontal and vertical sides is a square. If the top side ZW of that square represents
the line segment [−1, 1], then the point R where the ellipse is tangent to the top side
of the square splits it in the ratio 1 + r : 1− r; hence, R represents r.

Figure 6. Given an ellipse with axes on y = x and y = −x, its circumscribing rectangle with horizontal and
vertical sides is a square. The top edge is split in the ratio 1 + r : 1− r at the tangent point R.

Proof of Proposition 5.2:
Since the given ellipse E has center (0, 0), we can sandwich it between horizontal

lines y = −y∗ and y = y∗ touching it at P,R, respectively. Also, we can sandwich
it between vertical lines x = −x∗ and x = x∗ touching it at Q,S, respectively. Let
these four tangent lines intersect to form rectangle XY ZW . Because E has reflection
symmetry about each of its axes y = x, y = −x, by folding the figure along YW , we
see that WZ falls on WX and R falls on S, proving that x∗ = y∗. Thus, the unique
circumscribing rectangle is a square.

Re-scaling the circumscribing square (that is, dividing all measures by x∗, we let
ZW represent [−1, 1]× {1}. Let us define r as the common ratio

ZR−RW

ZW
=

XS − SW

XW
=

XP − PY

XY
=

ZQ−QY

ZY

Then R = (r, 1) splits ZW in the ratio (1 + r) : (1 − r). Given the square XY ZW
and the point R = (r, 1) on ZW , in view of Proposition 5.1, E is the unique ellipse
tangent to all four sides of the square ZWXY and passing through R,S, P,Q.

8
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5.1. Connecting the boundary point R(r, 1) to the correlation r

In Proposition 5.1, we can begin by choosing R(r, 1), where r is the correlation between
variables x and y. In Proposition 5.2, the slope of QS, where Q is the leftmost point
and S is the rightmost point of the coverage ellipse, is r. It remains to show that this
ratio r is indeed the correlation between variables x and y over whose scaled scatter
plot we are given a coverage ellipse E . In the next paragraph, we show more: We justify
that QS is the BLRL ŷ on x. Likewise, PR is the BLRL x̂ on y.

In a LRM (and also for a bivariate normal distribution), the conditional distribution
of Y |X = x is normal with mean a+ bx on the BLRL ŷ on x. Hence, the midpoint of
any vertical line segment terminated by the ellipse (see the two green lines in Figure 6)
is on the BLRL ŷ. But a line is uniquely determined by any two points on it. So, the
line joining the leftmost point Q and the rightmost point S of the coverage ellipse is
the BLRL ŷ on x, and its slope is the correlation r, provided the physical horizontal
space representing sx equals the physical vertical space representing sy (and hence the
axes of the coverage ellipse have slopes 1 and −1, respectively). Likewise, the midpoint
of any horizontal line segment terminated by the ellipse is on the BLRL x̂ on y, which
can be found by joining the bottommost point P and the topmost point R of the
coverage ellipse.

6. Guessing the correlation r from a coverage ellipse

Given a coverage ellipse on a scaled scatter plot, here are several equivalent ways to
ascertain the value of r. Refer to Figure 7 for all points and lines mentioned below.

Figure 7. The coverage ellipse, its circumscribing square, and several reference lines offer different ways to
guess the correlation.

(1) The line QS joining the leftmost point Q and the rightmost point S of the
coverage ellipse is the BLRL ŷ on x, and its slope is r.

(2) The line PR joining the bottommost point P and the topmost point R of the
coverage ellipse is the BLRL x̂ on y, and its slope is 1/r.

9
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(3) Let β = OA : OB be the ratio of the half-axes of the ellipse with slopes 1 and

−1, respectively. Then β =
√

(1 + r)/(1− r). Hence, r = (β2 − 1)/(β2 + 1).
(4) Let γ = QR : RS be the ratio of the sides of rectangle PQRS. Then γ =

(1 + r)/(1− r). Hence, r = (γ − 1)/(γ + 1).
(5) The horizontal and the vertical lines through O intersect the ellipse at a distance

δ =
√
1− r2 from O. Hence, r =

√
1− δ2.

(6) Let θ = ∠TOS. Then r = tan θ = ST/OT .

We encourage readers to apply several of the above-mentioned methods to guess the
value of the correlation based on a coverage ellipse on a scaled scatter plot, and commit
to the value only when all guesses agree. We invite them to guess and write down the
correlation in all four scaled scatter plots in Figure 8, where we have superimposed
E.98 and some reference lines.

Figure 8. Guess the correlation in these four scaled scatter plots, with a background grid {x = x̄+ ksx, y =
ȳ + ksy : k = −4,−3, . . . , 3, 4}, the coverage ellipse E.98 and/or some reference lines.

Given the coverage ellipse, the reader can impose one or more of these reference lines
as desired. This is why we recommend printing a coverage ellipse on a scaled scatter
plot drawn with an aspect ratio that ensures sx and sy are given equal Euclidean
length. In Figure 9, we do not provided the background grid any more, instead we

10
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draw the ellipses corresponding to r = .1(.1).6 (in red) and r = .70(.05).95 (in blue),

together with the ratio β =
√

(1 + r)/(1− r) of the two axes. In each panel, the black
ellipse, a circle corresponding to r = 0, serves as a reference. Readers may want to
develop a photographic memory of these ellipses. For r < 0, the corresponding ellipse
is a vertical reflection of the ellipse corresponding to |r|.

Figure 9. Develop a visual memory of the correlation ellipses for r = .10(.10).60 (in red) and for r =
.70(.05).95 (in blue), with associated ratio β =

√
(1 + r)/(1− r) of axes.

We invite readers to guess the correlations in Figure 10 by imposing any reference
line(s) they wish, or by relying on their visual memory of Figure 9. They may also guess
the values of x̄, ȳ, sx, sy by using the coordinate scales. Please do so before reading the
next section.

7. Summary

By virtue of Propositions 5.1 and 5.2, there is a one-to-one correspondence between
correlation r and 45o-slanted ellipse with a predetermined coverage. While the former
is a numeric quantity, the later is a visual entity. If on a scaled scatter plot a 98%
coverage ellipse is superimposed, then a trained viewer will decipher the correlation
r, the BLRL ŷ on x and the BLRL x̂ on y, and the coefficient of determination r2,
which measures the goodness-of-fit of the LRM by reporting the proportion of total
variation in y explained by the model. They will also detect any potential outlier.

We invite the readers to check how well they have guessed the correlation in Figures
1–4, and 8. We hope that guessing got progressively easier from start to finish, and in

11
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Figure 10. Guess the correlation in this scaled (that is, sx and sy are given equal Euclidean length) scatter
plot showing the coverage ellipse E.98. Guess also x̄, ȳ, sx, sy .

Figure 10, they have correctly guessed (a) r = 0.300, x̄ = 32, ȳ = 76, sx = 8, sy = 5
and (b) r = −0.746, x̄ = 13, ȳ = 16, sx = 3, sy = 4.

Correlation values in Figures 1-4, 8.

Figure 1: (a) .733, (b) -.393;

Figure 2: (a) .354, (b) -.838;

Figure 3: (a) -.127, (b) .878, (c) .444, (d) -.726;

Figure 4: (a) -.050, (b) .630, (c) .130, (d) -.786;

Figure 8: (a) -.375, (b) .839, (c) .182, (d) -.186.

Any reader, who has diligently written down the guessed correlation values as and
when they were asked to do so, will appreciate how comprehension of correlation is
aided by the two simple alterations we have proposed: (1) control the aspect ratio to
draw a scaled scatter plot, and (2) superimpose a 98% coverage ellipse.
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